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Abstract—The tunneling performance of Tunnel Boring 

Machine (TBM) is the key factor to affect its excavation 

effect and efficiency. This paper is based on the TBM tunnel 

project of Minle parking lot of Shenzhen Metro Line 6 

phase II, using BP neural network and selecting 30 groups 

of sample data from the project cases as the research aims 

to predict the tunneling performance of TBM. The 

prediction curves corresponding to penetration, cutterhead 

thrust and cutterhead torque are obtained respectively, and 

the existing change rules are analyzed. At the same time, the 

prediction results of BP neural network are compared with 

the results of regression analysis and field measurement to 

verify the rationality and applicability of the BP neural 

network prediction algorithm. The results show that: (1) the 

error of BP neural network prediction algorithm is less than 

3%, the overall results show that the method is suitable for 

TBM tunneling parameters prediction; (2) compared with 

the prediction results of regression analysis, it has smaller 

error, thus to a certain extent, BP neural network prediction 

algorithm has higher accuracy, which can provide reference 

for the prediction of TBM tunneling performance under 

similar geological conditions test.  

 

Index Terms—Tunnel Boring Machine (TBM), tunneling 

performance, BP neural network, sample data, prediction 

algorithm 

 

I. INTRODUCTION 

Full Face Tunnel Boring Machine has the advantages 

of fast excavation speed, high safety, good engineering 

quality, economic and environmental protection, so it is 

widely used in underground tunnel excavation 

engineering [1], especially for the construction of subway 

engineering in hard rock stratum. TBM has become the 

preferred equipment for rapid excavation of this kind of 

tunnels [2]. In recent years, with the construction of 

tunnel engineering, TBM has become more and more 

important construction machinery for tunnel excavation. 

In order to better apply TBM in engineering practice, it is 

necessary to have a comprehensive understanding of its 
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tunneling performance. Therefore, domestic and foreign 

scholars have carried out various researches on it and 

established a variety of TBM performance prediction 

models. 

TBM performance prediction model is mainly divided 

into empirical model and theoretical model [2]. The 

empirical model is represented by NTNU model of 

Norwegian University of Science and Technology, but it 

needs to obtain relevant parameters through complex 

experiments before inputting parameters, which is limited 

to a large extent. The theoretical model is represented by 

CSM model developed by Colorado Institute of Mining 

[3], which considers the rock breaking mechanism of hob, 

and also needs to obtain the tool balance equation based 

on the relevant experimental data, so as to complete the 

performance prediction of TBM. Of course, in addition to 

the above empirical model and theoretical model, Luo 

Hua et al established the prediction model of TBM 

tunneling rate based on the field data [4]. Yan Changbin 

et al successively established the prediction model of 

TBM net tunneling rate based on the surrounding rock 

mechanical parameters, rock mass index and tunneling 

parameters, using multiple regression analysis method 

[5,6]. At the same time, Gong Qiuming et al established 

the TBM utilization prediction model based on the rock 

mass classification system (RMR) [7]. Wang Jian et al 

established the TBM tunneling performance parameter 

prediction model based on the RMR [8]. Rostami J 

established a new TBM performance prediction model 

based on the RMR in order to improve the TBM 

performance evaluation accuracy and utilization [9]. 

Salimi A et al established a new TBM performance 

prediction model based on the RMR [10]. Discussed the 

influence of rock mass classification system (RMR) on 

TBM performance, and proposed a prediction model of 

hard rock TBM performance based on regression tree. So 

far, many scholars have studied the rock mass 

classification system and established an empirical model 

for TBM performance prediction. But with the 

development of the times, in recent years, support vector 

machine, neural network, particle swarm optimization 

and other intelligent algorithms gradually realize 
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interdisciplinary, and continue to combine with the 

research of TBM performance prediction. For example, 

Mahdeveri S et al, Yagiz S et al and Adoko A C et al 

used support vector regression analysis, particle swarm 

optimization and Bayesian algorithm to predict the TBM 

driving speed of queenswater tunnel in New York City 

[11-13]. Xiong Fan et al predicted the TBM driving speed 

based on MATLAB and BP neural network successfully 

[14]. Hou Shaokang et al proposed a TBM driving 

parameter prediction model based on improved particle 

swarm optimization and BP neural network, and the 

prediction goodness of fit reached 0.85 [15]. The average 

absolute error is less than 12.68%. However, at present, 

the tunneling performance predicted by neural network 

mainly focuses on the tunneling rate, but the research on 

the prediction of penetration, cutterhead thrust and torque 

is still relatively less, so we should strengthen the 

relevant research on these contents combined with neural 

network. 

BP neural network is the most widely used neural 

network, which has strong nonlinear mapping ability and 

is very effective for solving nonlinear prediction 

problems. Therefore, on the basis of previous research 

results, this paper uses BP neural network to predict the 

penetration, cutterhead thrust and cutterhead torque of 

TBM tunneling performance, and establishes a prediction 

model based on BP neural network algorithm with 

smaller error, which provides a reference for the 

adjustment of tunneling parameters in the process of 

engineering construction, and makes TBM have stronger 

ability to adapt to the current stratum during tunneling 

power. 

II. BP NEURAL NETWORK 

There are randomness, nonlinearity and uncertainty in 

the process of interaction between TBM and rock. The 

parameters of TBM excavation are affected by many 

aspects. In addition to the influence of rock strength and 

integrity index, they are also related to TBM mechanical 

parameters and the angle between TBM excavation axis 

and axis, and there may be some relationship between 

each kind of data. Therefore, regression analysis method 

is used to predict them It is difficult to find the 

relationship between different types of data in time 

measurement, and machine learning algorithm is superior 

to regression analysis in this aspect. Artificial neural 

network (ANN) is a mathematical model based on the 

knowledge of network topology to simulate the human 

brain's processing of complex problems. It can achieve 

some functions similar to human brain. 

In machine learning algorithm, BP neural network is 
the most adaptive and extensive learning algorithm, 
which has been successfully used in many aspects [16]. 
BP neural network is commonly known as back 
propagation network. The biggest difference between BP 
neural network and other neural network algorithms is 
forward propagation signal and back propagation error. 
Its structure is shown in Fig. 1. Its composition includes 
input layer, hidden layer and output layer. The number of 
each layer is selected according to the actual situation, as 

shown in Fig. 1. where, (x1, x2, x3... xn) is the number of 
input units, (y1, y2, y3... yn) is the number of output units, 
and Vij and Wjk are the network connection weights. In the 
process of neural network operation, the signal is 
transmitted layer by layer through the input layer, and 
then transmitted to the output layer after passing through 
the hidden layer; in the process of error back transmission, 
the error is calculated according to the difference between 
the calculated result and the expected value, and then the 
interpolation is back transmitted layer by layer through 
the output layer, and the threshold and weight are updated 
and modified until the specified range of error is met. BP 
neural network is a typical "supervised" learning 
algorithm. If BP neural network is used for prediction 
analysis, it is necessary to create a network in advance, 
train a large number of data, find out the potential 
relationship between input data and output data, and then 
use it for prediction analysis. 

The learning steps of BP neural network include the 

following points. 

(1) Network initialization: including the initialization 

of input layer, hidden layer and output layer, as well as 

the initialization of network weights and thresholds in 

each stage. The initial values of weights and thresholds 

are generally random numbers in (- 1,1).  

 

Figure 1.  Structure of BP neural network. 

(2) Hidden layer output value calculation: according to 

the output vector X of the input layer, the weight Vij 

between the input layer and the hidden layer, and the 

threshold θ of the hidden layer, the hidden layer output 

value H is calculated by combining the activation 

function f. 

qjxVfH
n

i

jiijj 







 



，，21
1

 . (1) 

Where q is the number of hidden layer nodes and f is the 

activation function. 

(3) Output value calculation of output layer: according 

to the input vector H of hidden layer, the weight Wjk 

between hidden layer and output layer, and the threshold 

γ of output layer, the output value O of output layer is 

calculated by combining the activation function f.  
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Where m is the number of output layer nodes. 

(4) Error calculation: according to the output value Ok 

of network training and the real output value Y, the 

network error e and energy error E are calculated. 

mkOYe kk  ，，21 .        (3) 
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(5) Error back propagation, update of weights and 

thresholds: update the weights Vij and Wjk and thresholds 

θ and γ according to the calculated error ek and energy 

error Ek. The specific formula is as follows. 
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(6) Judge whether the error meets the system 

requirements. If not, repeat step (2) until the required 

error meets the system requirements. 

III. SAMPLE DATA SELECTION AND REGRESSION 

ANALYSIS 

Based on the TBM tunnel project of Minle parking lot 

in Shenzhen Metro Line 6 phase II, 30 groups of sample 

data are selected as shown in Table I. 

Combined with the needs of regression analysis, the 

relevant data of 7 groups of stations corresponding to 

MRDK0+406, MRDK0+811, MRDK0+991, 

MRDK1+313, MRDK1+736, MRDK1+810 and 

MRDK2+299 are selected in turn, and the following 

formula is obtained based on linear regression method. 

68.48In919.1In1.10

4097.4In2264In9412








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
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vc K

vc EK

F
h
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
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  102989.00162.04722.3  MKEh vc . (10) 

TABLE I.  LIST OF SAMPLE DATA 

Stake 
number 

σc/MP
a 

Kv F/kN 
M/(kN·

m) 
h/(mm·re

v-1) 

MRDK0+24

2 
86.7 

0.55

1 
4857.12 666.93 4.092 

MRDK0+37
0 

86.9 
0.42

5 
8572.15 1279.52 7.4852 

MRDK0+37

7 
93.8 

0.54

8 
9538.45 1185.09 5.948 

MRDK0+73

0 
89.8 

0.57

1 
7498.63 986.55 9.485 

MRDK0+78
2 

86.5 
0.50

3 
6363.85 946.48 9.84568 

MRDK0+80

1 
86.3 

0.49

6 
6034.94 1226.75 6.7657 

MRDK1+13

6 
83.8 

0.51

7 
5391.51 1148.02 10.812 

MRDK1+27
7 

86.5 
0.51

6 
6501.66 1759.00 9.997 

MRDK1+28

5 
84.2 

0.50

4 
5548.56 1823.39 10.87356 

MRDK1+32
0 

88.8 
0.55

5 
6770.89 1778.33 12.404 

MRDK1+35

3 
85.1 

0.51

6 
6166.32 1179.55 12.5355 

MRDK1+37

3 
81.3 

0.42

1 
4962.49 822.20 8.4693 

MRDK1+41
0 

88.0 
0.58

0 
5895.12 956.95 6.15359 

MRDK1+49

1 
94.0 

0.58

7 
8460.84 1272.44 6.1679 

MRDK1+70

3 
90.4 

0.51

4 
7660.79 978.10 6.3553 

MRDK1+73
3 

89.0 
0.56

1 
6157.93 1222.68 5.329 

MRDK1+90

1 
83.1 

0.49

3 
5228.11 1322.40 9.38 

MRDK2+08

3 
85.4 

0.51

2 
6443.19 1753.28 9.2397 

MRDK2+38
2 

86.6 
0.54

3 
6566.45 1608.96 7.9366 

MRDK2+39

3 
94.9 

0.52

8 

10272.8

5 
1649.68 4.7761 

MRDK2+41
5 

88.5 
0.54

6 
7219.28 1561.20 9.7508 

MRDK2+43

5 
89.0 

0.52

7 
7216.10 1478.18 6.9171 

MRDK2+52

8 
87.9 

0.45

0 
6135.36 1643.20 4.6942 

MRDK2+57
2 

88.4 
0.52

8 
7158.21 1837.57 7.8435 

MRDK2+58

0 
88.9 

0.51

2 
7574.12 1265.90 7.5453 

MRDK2+64

6 
83.8 

0.52

1 
5728.39 1253.06 11.6908 

MRDK2+72
0 

83.9 
0.51

6 
6049.61 1323.74 12.0965 

MRDK2+72

5 
96.6 

0.58

7 

11259.4

3 
1748.49 6.9373 

MRDK2+75
7 

90.7 
0.51

5 
9080.18 1634.58 7.3537 

MRDK2+77

1 
90.2 

0.51

2 
8611.12 2072.93 8.4066 

 

By using Eqs. 9 and 10, and combining with the actual 

data, the penetration of hob, the thrust of cutter head and 

the torque of cutter head are fitted, predicted and 

analyzed in turn. The results are shown in Figs. 2-4. 
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Figure 2.  Prediction curve of hob penetration. 
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Figure 3.  Prediction curve of cutter head thrust. 
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Figure 4.  Prediction curve of cutter head torque. 
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It can be seen from Fig. 2 that in hard rock stratum, the 

effect of thrust prediction of penetration is better than that 

of torque prediction. The average error of thrust 

prediction of penetration is 6.04%, and the average error 

of torque prediction of penetration is 8.83%. It can be 

seen from Figs. 3 and 4 that the average error of 

predicting the cutter head thrust based on the measured 

penetration is -1.64%, and the average error of predicting 

the cutter head torque based on the measured penetration 

is -2.65% The influence of rock mass strength is also 

related to mechanical factors and the deviation angle of 

TBM driving axis. 

To sum up, based on the above 30 groups of sample 

data, this paper uses the method of BP neural network in 

machine learning algorithm to predict it, in order to get 

better prediction results. 

IV. SELECTION OF STRUCTURE PARAMETERS OF BP 

NEURAL NETWORK 

According to the above basic operation steps of BP 

neural network, the parameters to be created in the 

construction process of BP neural network mainly include 

the number of input layer nodes, the number of output 

layer nodes, the number of hidden layer nodes, the 

number of network layers, the number of hidden layers, 

the activation function and the weight and threshold. The 

specific values of these parameters are as follows: 

(1) Network layers and hidden layers 

Generally speaking, three-layer network (i.e. input 

layer, hidden layer and output layer) can satisfy the 

mapping between two groups of numbers with any 

difficulty. Therefore, in this paper, when using BP neural 

network for prediction analysis, three layers are selected 

for the network layer, and the number of hidden layers is 

set to two. 

(2) Number of input layer and output layer nodes 

The number of nodes in the input layer and the output 

layer is selected according to their respective data 

categories. In order to ensure the smooth progress of 

TBM driving law prediction and analysis, the value of the 

input layer should take into account the rock compressive 

strength and integrity index; the value of the output layer 

should take into account the thrust, torque and penetration, 

so the number of nodes in the input layer is 2, and the 

number of nodes in the output layer is 3. 

(3) Selection of hidden layer nodes 

The selection of hidden layer nodes is the most 

difficult problem in BP neural network. If the number of 

hidden layers is too small, the fault-tolerant performance 

of the network becomes poor, and the output value of the 

network is not good. If the number of hidden layers is too 

large, the generalization ability of the network will be 

reduced and the phenomenon of over fitting will appear. 

Therefore, it is very important to choose the number of 

hidden layer nodes for the establishment of BP neural 

network. According to the results of previous studies, the 

selection of hidden layer nodes has the following 

empirical formula. 











n

i i

q
Ck

0

＜ .                           (11) 

cmnn 1 .                       (12) 

nq 2log＞ .                           (13) 

Where k is the number of samples; n is the number of 

input nodes; m is the number of output nodes; q is the 

number of hidden layer nodes; c is the constant in the 

range 0-10. 

In order to ensure the smooth and accurate analysis of 

prediction, 30 groups of samples, namely k=30, have 

been selected in this paper, which can be obtained after 

calculation and analysis by the above formula 













2

134

11

＞q

q

q
.                         (14) 

In conclusion, the value range of q can be determined 

as [11,13]. After testing, it is found that when the number 

of hidden layers q=13, the overall error is the smallest 

and the calculation speed is fast, so the hidden layer q=13. 

(1) Network transfer function, weight and threshold 

The weight and threshold should be selected according 

to the random number allocated before each calculation, 

and the range is [- 1,1]. Transfer function is an important 

part of neural network, which mainly includes linear 

function, slope function, threshold function, S-type 

function, bipolar S-type function and so on. The most 

frequently used ones are S-type function and bipolar S-

type function. The expressions of S-type function and 

bipolar S-type function are described as follows. 

    10
1

1
＜＜ xf

e
xf

x
 .    (15) 

    111
1

2
＜＜ xf

e
xf

x






. (16) 

In this paper, we choose S-type function, take the value 

of α is 1, then S-type function is called ordinary S-type 

function. 

V. PREDICTION AND ANALYSIS OF TBM DRIVING 

PERFORMANCE 

A. Normalization of Neural Network Parameters 

Before the application of neural network, it is 

necessary to normalize the corresponding input and 

output parameters. The so-called normalization process is 

to map each data to the interval of [-1,1] or [0,1]. The 

reason is that the magnitude and range of different 

properties of data may vary greatly. In the process of 

neural network operation, it may lead to many problems, 

such as difficult convergence of neural network, long 

training time and so on. Therefore, it needs to be 
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normalized. Since the activation function is an ordinary 

S-type function, the normalized interval is [0,1]. The 

results of normalization of input layer data and output 

layer data are shown in Table II. 

B. Network Training Results and Analysis 

The mathematical tool MATLAB is used to analyze 

the training of BP neural network. The network error is 

0.01, the training step is 100000, and the momentum 

gradient descent algorithm traingdx with adaptive 

learning rate is used as the training function. The 20 

samples of the above 30 samples are randomly selected 

for network learning. According to the training results, 

when the iteration step reaches 11010 steps, the training 

is completed, the target error meets the preset conditions, 

and there is a high linear correlation between the actual 

output value and the network training output value, which 

indicates that the BP neural network training results are 

effective and correct. 

TABLE II. 
 

NORMALIZED DATA PROCESSING TABLE
 

  
  

  

   
   

    
  

    
  

    
  

    
  

    
  

    
  

    
  

    
  

    
  

  

53 4 3 5 

MRDK1+3

73 

0.000

0 

0.000

0 

0.016

5 
0.1104 0.5184 

MRDK1+4
10 

0.437
9 

0.957
8 

0.162
1 

0.2063 0.2442 

MRDK1+4

91 

0.830

1 

1.000

0 

0.562

9 
0.4307 0.2459 

MRDK1+7

03 

0.594

8 

0.560

2 

0.437

9 
0.2213 0.2681 

MRDK1+7
33 

0.503
3 

0.843
4 

0.203
2 

0.3953 0.1465 

MRDK1+9

01 

0.117

6 

0.433

7 

0.057

9 
0.4662 0.6263 

MRDK2+0
83 

0.268
0 

0.548
2 

0.247
7 

0.7727 0.6097 

MRDK2+3

82 

0.346

4 

0.734

9 

0.267

0 
0.6700 0.4553 

MRDK2+3

93 

0.888

9 

0.644

6 

0.845

9 
0.6990 0.0810 

MRDK2+4
15 

0.470
6 

0.753
0 

0.369
0 

0.6360 0.6702 

MRDK2+4

35 

0.503

3 

0.638

6 

0.368

5 
0.5770 0.3346 

MRDK2+5

28 

0.431

4 

0.174

7 

0.199

7 
0.6944 0.0713 

MRDK2+5
72 

0.464
1 

0.644
6 

0.359
4 

0.8326 0.4443 

MRDK2+5

80 

0.496

7 

0.548

2 

0.424

4 
0.4260 0.4090 

MRDK2+6

46 

0.163

4 

0.602

4 

0.136

1 
0.4169 0.9000 

MRDK2+7
20 

0.169
9 

0.572
3 

0.186
3 

0.4671 0.9480 

MRDK2+7

25 

1.000

0 

1.000

0 

1.000

0 
0.7692 0.3370 

MRDK2+7
57 

0.614
4 

0.566
3 

0.659
6 

0.6882 0.3863 

MRDK2+7

71 

0.581

7 

0.548

2 

0.586

4 
1.0000 0.5110 

Due to the limited number of samples, in order to make 

the prediction results more universal, the trained neural 

network model is used to predict and analyze the TBM 

tunneling parameters of 30 groups of sample data 

(including 10 groups not used in the training) in the 

project. The comparison curves of penetration, thrust and 

torque predicted by BP neural network and the original 

data are shown in Figs. 5-7

.

 

 

Figure 5. 

 

BP neural network penetration prediction curve.
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Stake 

number

σc/MP

a
Kv F/kN

M/(kN∙

m)

h/(mm∙re

v-1)

MRDK0+2

42

0.352

9

0.783

1
0 0 0

MRDK0+3

70

0.366

0

0.024

1

0.580

3
0.4357 0.4019

MRDK0+3

77

0.817

0

0.765

1

0.731

2
0.3685 0.2198

MRDK0+7

30

0.555

6

0.903

6

0.412

6
0.2273 0.6387

MRDK0+7

82

0.339

9

0.494

0

0.235

3
0.1988 0.6814

MRDK0+8
01

0.326
8

0.451
8

0.184
0

0.3982 0.3167

MRDK1+1

36

0.163

4

0.578

3

0.083

5
0.3422 0.7959

MRDK1+2
77

0.339
9

0.572
3

0.256
9
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Figure 6.  Thrust prediction curve of BP neural network. 
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Figure 7.  Torque prediction curve of BP neural network. 

The results obtained from BP neural network show that 

the overall error of the cutter head thrust is -0.14%, the 

overall error of the cutter head torque is -0.94%, the 

overall error of the penetration of the cutter disc is 2.40%, 

which shows that the overall error of BP neural network 

prediction is less than 3%. Compared with the regression 

analysis method, the prediction accuracy is higher. The 

reason is that BP neural network has the function of 

implicit layer and error retransmission. The existence of 

hidden layer can explore the internal relationship between 

input and output parameters, rather than single mapping 

relationship like regression analysis. Meanwhile, the 

work of error retransmission can make the real error 

decrease continuously and approach the set value 

gradually within the set error range. It is because of the 

self-renewal and supervision mechanism of BP neural 

network that makes BP neural network successfully 

applied to the prediction of TBM driving parameters. 

VI. CONCLUSIONS 

Based on the Shenzhen Metro Line 6 project, the 

relevant data are selected as sample data, and the driving 

parameters of several stations are predicted based on BP 

neural network algorithm. The following conclusions can 

be obtained after comparing the predicted results with 

regression analysis results and measured results. 

(1) The prediction results of TBM driving parameters 

by BP neural network show that the overall error of cutter 

head thrust is -0.14%, the overall error of cutter head 

torque is -0.94%, the overall error of cutter head 

penetration is 2.40%, and the error is controlled within 

3%. The overall results show that the machine learning 

algorithm is feasible in the prediction of TBM driving 

parameters. This method can make TBM adjust the 

parameters of TBM driving continuously according to the 

rock data predicted in advance in the process of 
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excavation, so that TBM can better carry out the 

excavation of the strata in which it is located. 

(2) In the regression analysis and BP neural network 

prediction of penetration, hob thrust and hob torque, the 

error of the prediction results is controlled within 10% 

and 3%, so both methods are applicable to the prediction 

of TBM driving parameters, but obviously the prediction 

accuracy of BP neural network method is higher. 

Therefore, in the actual project, if the equipment 

conditions permit, BP neural network method should be 

preferred as the method of parameter adjustment in the 

project implementation stage. 

CONFLICT OF INTEREST 

The authors declare no conflict of interest. 

AUTHOR CONTRIBUTIONS 

Chao Wang concuted the research; Chao Wang, Shifan 

Qiao and Hongzhong Liu analyzed the data; Chao Wang 

wrote the paper; all authors had approved the final 

version. 

REFERENCES 

[1] Q. H. Qian, C. F. Li, and D. M. Fu, “The present and prospect of 
application of tunneler in China’s underground engineering,” 

Undergr. Sp., vol. 22, pp. 1-11, March 2002. 

[2] G. Z. Zhao, Y. X. Wang, Y. Li, et al, “Prediction of TBM 

performance based on optimized BP neural network,” J. Henan 

Polytech. Univ., vol. 39, pp. 139-145, July 2020. 
[3] Q. S. Liu, J. P. Liu, Y. C. Pan, et al, “Research advances of tunnel 

boring machine performance prediction models for hard rock,” 

Chin. J. Rock Mech. Eng., vol. 35, pp. 2766-2786, May 2016. 
[4] H. Luo, Z. Y. Chen, G. F. Gong, et al, “Advance rate of TBM 

based on field boring data,” J. Zhejiang Univ., vol. 52, pp. 1566-
1574, August 2018. 

[5] C. B. Yan, X. Y. Du, X. Y. Dai, et al, “Multiple regression 

prediction model for TBM net boring rate based on mechanical 
parameters of surrounding rock,” Tunn. Constr., vol. 39, pp. 48-53, 

February 2019. 
[6] C. B. Yan, X. D. Jiang, “Prediction model of TBM net advance 

rate based on parameters of rock mass and tunneling,” Mod. Tunn. 

Technol., vol. 57, pp. 26-33, April 2020. 
[7] Q. M. Gong, J. W. Lu, J. Z. Wei, et al, “Study on estimation and 

prediction of TBM utilization rate using Rock Mass Rating 
(RMR),” Constr. Technol., vol. 47, pp. 92-98+127, March 2018. 

[8] J. Wang, R. R. Wang, X. X. Zhang, et al, “Estimation of TBM 

performance parameters based on rock mass rating (RMR) 
system,” Tunn. Constr., vol. 37, pp. 700-707, June 2017. 

[9] J. Rostami, “Performance prediction of hard rock Tunnel Boring 
Machines (TBMs) in difficult ground,” Tunn. Undergr. Sp. Tech., 

vol. 57, pp. 173-182, August 2016. 

[10] A. Salimi, J. Rostami, C. Moormann, et al, “Evaluating the 
suitability of existing rock mass classification systems for TBM 

performance prediction by using a regression tree,” Procedia Eng., 
vol. 191, pp. 299-309, June 2017. 

[11] S. Mahdevari, K. Shahriar, S. Yagiz, et al, “A support vector 

regression model for predicting tunnel boring machine penetration 
rates,” Int. J. Rock Mech. Min., vol. 72, pp. 214-229, December 

2014. 

[12] S. Yagiz, H. Karahan, “Prediction of hard rock TBM penetration 
rate using particle swarm optimization,” Int. J. Rock Mech. Min., 

vol. 48, pp. 427-433, April 2011. 

[13] A. C. Adoko, C. Gokceoglu, S. Yagiz, et al, “Bayesian prediction 
of TBM penetration rate in rock mass,” Eng. Geol., vol. 226, pp. 

245-256, August 2017. 
[14] F. Xiong, Z. P. Hu, X. Ren, et al, “Matlab-based BP neural 

network applied to the prediction of TBM advance rate,” Mod. 

Tunn. Technol., vol. 54, pp. 101-107, October 2017. 
[15] S. K. Hou, Y. R. Liu, and K. Zhang, “Prediction of TBM 

tunneling parameters based on IPSO-BP hybrid model,” Chin. J. 
Rock Mech. Eng., vol. 39, pp. 1648-1657, May 2020. 

[16] K. Zhu, Z. L. Wang, Beijing: Publishing House of Electronics 

Industry, 2010, pp. 55-68. 
 

Copyright © 2021 by the authors. This is an open access article 
distributed under the Creative Commons Attribution License (CC BY-

NC-ND 4.0), which permits use, distribution and reproduction in any 

medium, provided that the article is properly cited, the use is non-
commercial and no modifications or adaptations are made. 

 
Chao Wang was born in Zhengzhou, Henan 

Province in July 1994. He studied in Southwest 

Jiaotong University in Chengdu, China, and 
received a Bachelor of engineering degree in 2018. 

Currently, master degree is studying in Zhongnan 
University, mainly engaged in tunnel engineering 

and slope engineering research. He has published 

and employed three academic papers, which are 
included in SCI and EI, respectively, study on  

safety factor calculation and stability evaluation of Dynamic Slope 
Based on strength reduction method, life prediction of tunnel border 

machine hob based on available water mechanism, Research on 

calculation model of hob force in TBM rock breaking process 
(employed). The main research focus is on the stability analysis of 

tunnel shield excavation face and the macro and micro mechanism of 
TBM hob rock breaking. 

 

Shifan Qiao  was born in Junan, Shandong 
Province in May 1975. He studied in South 

Central University in Changsha, China, and 
received a Ph.D. in engineering in 2006. 

Currently, he is the vice president of Civil 

Engineering College of Central South University, 
mainly engaged in teaching and research in 

environmental geotechnical engineering, subgrade 
slope engineering, Metro shield construction risk  

prevention and control technology, geotechnical and underground 

engineering 3D visualization simulation (BIM) technology, etc. 
He has published more than 40 academic papers, including more 

than 30 SCI and EI. He participated in two monographs, edited 1 local 
design and construction guidelines, presided over 10 national 863 and 

National Natural Science Foundation and provincial and ministerial 

level scientific research projects, obtained 5 national software copyright 
and 10 patents for invention and utility model. 

Prof. Qiao won one first prize of provincial and ministerial science 
and technology progress, and one second prize for science and 

technology progress in Hunan Province (ranking No.1). 

 
Hongzhong Liu was born in Hongan County, 

Hubei Province in September 1995. He studied in 
China University of Geosciences (Wuhan) and 

Central South University, and obtained his 

bachelor's degree of Engineering in 2017 and 
master's degree of Engineering in 2020. Currently 

working in the fourth survey and Design Institute 
of China Railway, mainly engaged in engineering 

economy and tunnel engineering research. 
 

164© 2021 Int. J. Struct. Civ. Eng. Res

International Journal of Structural and Civil Engineering Research Vol. 10, No. 4, November 2021

https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/



