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Abstract—Machine foundations is a critical topic in the gas 

and oil industry, which design and exploitation require 

extensive technical knowledge. Machine foundations are the 

constructions which are intended for mounting on it a 

specific type of machine. The foundation has to transfer 

dynamic and static load from machine to the ground. The 

primary difference between machine foundations and 

building foundations is that the machine foundations are a 

separate structure, even if they are inside the building. 

Failures of machine foundations can be very dangerous due 

to its carry loads from machines in operation. There is also 

an economic aspect because every break in the operation of 

industrial machines is expensive, especially in the gas and oil 

industry, where technological processes are complex and 

multi-stage. Repairs to concrete machine foundations are 

problematic, so the capability to predict what exactly affects 

failures seems extremely necessary. The failure of concrete 

machine foundations depends on many factors that are not 

fully understood. Modern achievements of science and 

technology, especially machine learning techniques may 

allow determining what affects the failure rate. This paper 

presents an analysis with the use of machine-learning 

techniques to predict in which way loads can affect the 

failure of foundations. This study examines whether and 

what relations exist between variables describing loads 

about the machine concrete failures occurrence. The 

analysis concerned some variables such as cross-section 

reinforcement amount, the grate load, measured concrete 

strength, motor short circuit moment load, the engine unit 

and rotor with shaft load, the pump unit and rotor with 

shaft load, the weight of the foundation, total load with 

foundation self-weight. The primary parameter of concern 

is the failure occurrence rate. 

 

Index Terms—concrete, data mining, failure occurrence 

prediction, machine concrete foundations, machine learning 

 

I. INTRODUCTION 

Machine foundations are intended for mounting on its 

industrial machines, in case of gas and oil industry, these 

machines are related to the technological process of oil 
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refining. These foundations are installed independently of 

the existing building structure and have to transfer static 

and dynamic loads from the machines in operation to the 

soil. Designing foundations for machines as separate 

structures originating in particular from the risk of 

transferring dynamic loads to the structure in which they 

are located in, also due to the dynamic loads mentioned 

these foundations are relatively often subjected to failure. 

It is also worth noting that each foundation is designed 

individually for a particular type of machine, which 

makes it difficult to evaluate them in a unified way. The 

primary material for such type is foundation is concrete. 

Determining what exactly affects the failure rate is 

problematic. The change can be brought by machine 

learning methods, which can help to find conclusions 

about the variables that characterize a given foundation 

and examine the relationship between them. This paper 

presents a study in which the machine learning 

techniques were used to examine the impact of loads on 

the failure rate of machine foundations. 

II. FOUNDATIONS FOR INDUSTRIAL MACHINES AND 

MACHINE LEARNING TECHNIQUES 

A. Foundations for Industrial Machines 

The issue of machine-foundation systems either design 

and maintenance is a complicated matter. Machine-

foundations during its exploitation time must meet 

specific requirements considering reliability, safety, 

stability, and overall performance. The most important 

are the design process, construction conditions and 

interaction with soil. The primary function of the machine 

foundations is a transfer of static and dynamic loads from 

the machine to the soil [1]. Example of machine 

foundation is presented in Fig. 1. 
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Figure 1.  Foundation for an industrial machine [source: sigma-
projekt.pl] 

B. Machine Learning Techniques 

Machine learning in recent times has gained much 

recognition in many areas, as science branch, it is a field 

of artificial intelligence dealing with the study of 

algorithms and systems that improve their performance 

along with the gained experience, which refers to 

information from the learning dataset used to teach the 

algorithm. Machine learning algorithms detect 

dependencies in data and create information based on 

them. Machine learning algorithms are often used in 

situations where obtaining the knowledge would be 

difficult by conventional methods. This particularly 

applies to the processing of large datasets. Teaching the 

algorithm, in this case, can be considered as the 

substantiation of the complex algorithm. One of the most 

widely used machine learning methods is Artificial 

Neural Networks (ANN). ANN consists of many neurons, 

which can be described as an information converter. The 

neurons in ANN behave as organic neurons imitating in 

this way a human brain. In theory, there are at least three 

layers of ANN, called the input layer, the hidden layer, 

and the output layer respectively. These layers are 

connected. The whole learning process happens in the 

hidden layer, where neurons build a complex set of 

connections to find patterns [2]–[4].  

III. EXPERIMENTAL ANALYSIS WITH MACHINE 

LEARNING SIMULATION 

A. The Database with Information about Foundations 

In order to find links between the parameters and 

failure rate, a database had to be created. The database 

used to perform the simulation consisted of data obtained 

by private gas and oil company. Each of the foundations 

was designed and made for devices with different 

functions and purpose. There are many factors that can 

affect the failure rate of the machine foundations. The 

amount of data available and the complexity of the 

problem causes that not all data on foundations will be 

used. After consultation of the problem in the group of 

experts, nine variables were chosen, which are presented 

in Table Ⅰ. 

TABLE I.  DATASET PARAMETERS CONSIDERED, AS THE MOST 

IMPORTANT. 

Parameter Codename Type Description 

Measured 
concrete 

strength 

[MPa] 

measured_concret

e_strength 
input 

Data measured with a 

calibrated Schmidt 
hammer 

The weight of 

the foundation 

[kN] 

foundation_weight input 
Load from the weight 

of the foundation 

Cross-section 

reinforcement 
[cm2] 

rf_crosssection input 

The area of cross-

section reinforcement 
steel 

Grate [kN] grate input Load from grate 

The pump unit 
and rotor with 

shaft [kN] 

machine_pump_ro

tor_with_shaft 
input 

Load from the pump 
unit and rotor with 

shaft 

The engine unit 

and rotor with 

shaft [kN] 

machine_engine_r
otor_with_shaft 

input 

Load from the  engine 

unit and rotor with 

shaft 

Total load with 

fund. self-

weight [kN] 

total_with_self_w
eight 

input Total load 

Load from 

motor short 
circuit [kNm] 

load_moment_mot
or_shortcircuit 

input 

Load from the 

moment of motor 
short circuit 

Foundation 

failure 
[1- yes, 0 -no] 

foundations_failur

e_occurance 
target 

Checking if the failure 

has occurred or not 

 

The parameters showed in Table Ⅰ are divided into 

two groups, targets, and inputs, which represents 

targeting results and input variables respectively. Ranges 

of input features are presented in Table Ⅱ. 

TABLE II.  THE RANGE OF DATABASE INPUT FEATURES. 

Input features Minimum Maximum Average Deviation 

Measured 

concrete 
strength 

[MPa] 

17,26 42,14 26,98 9,48 

The weight of 
the foundation  

[kN] 

24,91 3815,16 159,95 368,58 

Cross-section 
reinforcement 

[cm2] 

78 1120 176,08 112,57 

Grate [kN] 0,48 14,22 1,72 1,37 

The pump 

unit and rotor 
with shaft 

[kN] 

0,44 16,48 4,51 3,67 

The engine 
unit and rotor 

with shaft 
[kN] 

0,64 192,21 10,36 19,87 

Total load 

with fund. 
self-weight 

[kN] 

85,63 4585,65 346,74 503,33 

B. Machine Learning Simulation and Results 

To carry out the analysis the data was divided into few 

subsets, the most important was the training dataset, 

required to build the model and the testing dataset, which 

is used to estimate the model performance. The total 

number of used records is 551. Training dataset contains 

307 records (60,1%), the number of selection records is 
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102 (20,0%), and the testing dataset has 102 records 

(19.4%), none of the samples was excluded from the 

dataset. The scatter plots of two target variables versus 

the input variables are shown in Fig. 2. 

 

 
a) 

 
b) 

 
c) 

 
d) 

 
e) 

 
f) 

 
g) 

 
h) 

 

Figure 2.  The scatter plots – target versus input variables: a) Measured concrete strength [MPa], b) The weight of the foundation [kN], c) Cross-
section reinforcement [cm2], d) Grate [kN], e) The pump unit and rotor with shaft [kN], f) The engine unit and rotor with shaft [kN], g) Total load 

with fund. self-weight [kN], h) Load from motor short circuit [kNm]. Target variable is the foundation failure occurrence [1- yes, 0 -no]
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The initial architecture designed for the analysis is 

presented in Fig. 3. The model consists of eight input 

variables, which refers to eight principal components and 

generate one target outputs. The number of hidden 

neurons is four and represents the complexity of the 

model. 

 

Figure 3.  Initially used the architecture of the artificial neural network, 
the image shows network architecture, which apart of neural network 

(principal components are green, and perceptron neurons are blue) 

includes scaling (scaling neurons are yellow) and unscaling layer 

(unscaling neurons are red). 

The authors used the BFGS method [5]–[10] to obtain 

a suitable training rate and Brent method [11]–[14] to 

calculate the step for the quasi-Newton training direction. 

The number of input neurons refers to some input 

variables, which can be described as influential towards 

failure occurrence. The target variables are associated 

with foundation failure occurrence. The analysis 

performed in this study requires to calculate the 

correlation matrix and linear correlation. Fig. 4 presents 

the importance of each input variable. It has to be noted 

that importance value greater than 1,0 imply that 

selection error has lower value without using that input 

variable. The value of 1,0 indicates the indifference of 

this variable to the result. The calculation reveals that the 

most important is the amount of reinforcement steel (gets 

a contribution of 252,3% to the outputs). The importance 

values were calculated by removing training input 

selectively and checking the output results. 

 

 

Figure 4.  Input contribution. 

Input selection was performed by growing inputs 

algorithm [15]–[18]. To perform a proper analysis, the 

authors must choose a model that will be suitable for a 

specific purpose and set of data. To handle that task the 

authors perform the order selection algorithm [19], [20] 

to find the optimal number of neurons. Output selection 

was performed by incremental order algorithm [21]–[23], 

the loss history for used subsets is presented in Fig. 5. 

 

Figure 5.  Incremental order algorithm performance – loss history (blue 
– training loss, red – selection loss). 

A graphical representation of the resulted deep 

architecture is depicted next. It contains a scaling layer, a 

neural network, and an unscaling layer. The yellow 

circles represent scaling neurons, the blue circles 

perceptron neurons and the red circles unscaling neurons. 

The number of inputs is 4, and the number of outputs is 2. 

The complexity, represented by the numbers of hidden 

neurons, is 3. The most optimal neural network model 

finally adopted for performing the task is showed in Fig. 

6. 

 

Figure 6.  Finally used the architecture of the artificial neural network, 
the image shows network architecture, which apart of neural network 

(perceptron neurons are blue) includes scaling (scaling neurons are 
yellow) and unscaling layer (unscaling neurons are red). 

The illustration of how the formula works is presented 

in the form of diagrams in Fig. 7. The diagrams show 

fluctuations in output vathe riables for a single input 

variable, while the others are fixed.  

 
a) 
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b) 

 
c) 

 
d) 

 
e) 

 
f) 

 
g) 

 
h)

Figure 7.  Output charts - the diagrams show fluctuations in output variables for a single input variable, while the others are fixed: a) Measured 
concrete strength [MPa], b) The weight of the foundation [kN], c) Cross-section reinforcement [cm2], d) Grate [kN], e) The pump unit and rotor with 

shaft [kN], f) The engine unit and rotor with shaft [kN], g) Total load with fund. self-weight [kN], h) Load from motor short circuit [kNm]. Target 

variable is the foundation failure occurrence. 

IV. SUMMARY AND CONCLUSIONS 

This paper presents the application of data mining and 

machine learning techniques in the examination of 

concrete machine foundations used in the gas and oil 

industry. The study aims to build the Artificial Neural 

Network model to process information about load effects 

impact for predicting foundations failure occurrence. For 

the needs of the study, we create a database of load 

effects combined with failure occurrence cases from 

private gas and oil company. The dataset consisted of 551 
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records and was divided to train adopted ANN model. 

Training dataset had 307 records (60,0%), there was  102 

selection records (20,0%) and 102 testing records 

(20,0%), none of the samples was excluded from the 

dataset. The initially adopted ANN model has eight input 

variables, eight principal components, four hidden 

neurons, and one target output. The suitable training rate 

and the step for the quasi-Newton training direction were 

obtained by BFGS and Brent method respectively. The 

finally adopted ANN model has eight input variables, 

eight principal components, two hidden neurons, and one 

target output. The focal point of the analysis was to 

transform ANN code to the actual mathematical equation 

which can be used for practical purposes. Bearing in 

mind performed analysis, the following conclusions can 

be drawn. The amount of reinforcement has the most 

significant influence among all input variables. The lower 

“The pump unit and rotor with shaft” load value the 

greater chance of failures. The higher “The engine unit 

and rotor with shaft” load value the greater the chance of 

failures. No impact of "load from the moment of short-

circuit of the motor" on the failures of the foundations. 

No impact of the "grid weight" load on the foundation 

failure rate. It was not possible right now to determine 

what effect has the amount of reinforcement and the 

measured concrete strength on the failure rate. It should 

be noted that the presented mathematical formula does 

not adequately reflect all the relationships between the 

variables. The authors would like to develop further with 

the presented method and, above all, build a model on a 

much broader set of data with more initial variables. 

ACKNOWLEDGMENT 

The author wishes to acknowledge LOTOS S.A. which 

provided data and means to conduct this study. 

REFERENCES 

[1] K. G. Bhatia, “Foundations for industrial machines and earthquake 

effects,” ISET J. Earthq. Technol., vol. 45, no. 1–2, pp. 13–29, 
2008. 

[2] A. L. Buczak and E. Guven, “A survey of data mining and 
machine learning methods for cyber security intrusion detection,” 

IEEE Commun. Surv. Tutorials, vol. 18, no. 2, pp. 1153–1176, 

2016. 
[3] L. Torgo, Data Mining with R: Learning with Case Studies. 

Chapman and Hall/CRC, 2016. 
[4] I. H. Witten, E. Frank, M. A. Hall, and C. J. Pal, Data Mining: 

Practical Machine Learning Tools and Techniques, Morgan 

Kaufmann, 2016. 

[5] N. Andrei, “An adaptive scaled BFGS method for unconstrained 
optimization,” Numer. Algorithms, vol. 77, no. 2, pp. 413–432, 

2018. 

[6] F. Abdi and F. Shakeri, “A globally convergent BFGS method for 
pseudo-monotone variational inequality problems,” Optim. 

Methods Softw., pp. 1–12, 2017. 
[7] A. S. Berahas, J. Nocedal, and M. Takác, “A multi-batch l-bfgs 

method for machine learning,” in Advances in Neural Information 

Processing Systems, 2016, pp. 1055–1063. 
[8] D. H. Li and M. Fukushima, “A modified BFGS method and its 

global convergence in nonconvex minimization,” J. Comput. Appl. 
Math., vol. 129, no. 1–2, pp. 15–35, 2001. 

[9] M. T. Hagan and M. B. Menhaj, “Training feedforward networks 

with the Marquardt algorithm,” IEEE Trans. Neural Networks, vol. 
5, no. 6, pp. 989–993, 1994. 

[10] R. Battiti and F. Masulli, “BFGS optimization for faster and 
automated supervised learning,” in Proc. International Neural 

Network Conference, 1990, pp. 757–760. 

[11] S. A. Yildizel and Y. Arslan, “Flexural strength estimation of 
basalt fiber reinforced fly-ash added gypsum based composites,” J. 

Eng. Res. Appl. Sci., vol. 7, no. 1, pp. 829–834, 2018. 
[12] K. Grabowska and P. Szczuko, “Ship resistance prediction with 

Artificial Neural Networks,” in Proc. Signal Processing: 

Algorithms, Architectures, Arrangements, and Applications (SPA), 
2015, 2015, pp. 168–173. 

[13] D. Le, W. Huang, and E. Johnson, “Neural network modeling of 
monthly salinity variations in oyster reef in Apalachicola Bay in 

response to freshwater inflow and winds,” Neural Comput. Appl., 

pp. 1–11, 2018. 
[14] D. G. Luenberger, “Introduction to linear and nonlinear 

programming,” 1973. 
[15] G. B. Huang, P. Saratchandran, and N. Sundararajan, “An efficient 

sequential learning algorithm for growing and pruning RBF 

(GAP-RBF) networks,” IEEE Trans. Syst. Man, Cybern. Part B, 
vol. 34, no. 6, pp. 2284–2292, 2004. 

[16] A. Mehnert and P. Jackway, “An improved seeded region growing 
algorithm,” Pattern Recognit. Lett., vol. 18, no. 10, pp. 1065–1071, 

1997. 

[17] P. Arora and S. Varshney, “Analysis of k-means and k-medoids 
algorithm for big data,” Procedia Comput. Sci., vol. 78, pp. 507–

512, 2016. 
[18] A. B. Dariane and S. Azimi, “Forecasting streamflow by 

combination of a genetic input selection algorithm and wavelet 

transforms using ANFIS models,” Hydrol. Sci. J., vol. 61, no. 3, 
pp. 585–600, 2016. 

[19] Y. Song, J. Liang, J. Lu, and X. Zhao, “An efficient instance 
selection algorithm for k nearest neighbor regression,” 

Neurocomputing, vol. 251, pp. 26–34, 2017. 

[20] S. Tabakhi, P. Moradi, and F. Akhlaghian, “An unsupervised 
feature selection algorithm based on ant colony optimization,” Eng. 

Appl. Artif. Intell., vol. 32, pp. 112–123, 2014. 
[21] A. Bazin, G. Kahn, and O. Raynaud, “An Incremental Algorithm 

for Computing n-Dimensional Concepts,” 2017. 

[22] H. Yu, P. D. Reiner, T. Xie, T. Bartczak, and B. M. Wilamowski, 
“An incremental design of radial basis function networks,” IEEE 

Trans. Neural Networks Learn. Syst., vol. 25, no. 10, pp. 1793–
1803, 2014. 

[23] M. Gurbuzbalaban, A. Ozdaglar, and P. A. Parrilo, “On the 

convergence rate of incremental aggregated gradient algorithms,” 
SIAM J. Optim., vol. 27, no. 2, pp. 1035–1048, 2017. 

 

299

International Journal of Structural and Civil Engineering Research Vol. 8, No. 4, November 2019

© 2019 Int. J. Struct. Civ. Eng. Res.




