Abstract—The objective of this paper is to present the development and assessment of finite element (FE) models used for analyzing projectile penetration depth in targets made from conventional (23 MPa) to very-high strength concretes (157 MPa). Results from the FE models were compared with experimental values. The effects of varying concrete compressive strength, projectile diameter, nose shape, and striking velocity on the penetration depth of the targets were captured. Two concrete constitutive material models, the Holmquist-Johnson-Cook and the Advanced Fundamental Concrete models, were implemented in the FE analyses for determining their suitability in predicting penetration mechanics with reasonable accuracy. In most cases, the finite element results were able to predict penetration depth experimental values within a total root mean square of 10% or less considering a wide-range of projectile striking velocities. Both concrete constitutive models were shown to be suitable for penetration mechanics problems. However, based on the findings of this paper, caution should be exercised in applying the material models for targets made from harder aggregates such as quartz.
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I. INTRODUCTION

Extensive research in the last twenty years has resulted in high strength concrete that has six to eight times the strength of conventional concrete [1], [2]. Thus, the determination of projectile penetration depth using impact mechanics principles or computational methods should be reevaluated for a wide range of targets made from conventional to very-high strength concretes. There are currently three main approaches for determining their suitability in predicting penetration mechanics with reasonable accuracy. In most cases, the finite element results were able to predict penetration depth experimental values within a total root mean square of 10% or less considering a wide-range of projectile striking velocities. Both concrete constitutive models were shown to be suitable for penetration mechanics problems. However, based on the findings of this paper, caution should be exercised in applying the material models for targets made from harder aggregates such as quartz.

The second approach is using numerical methods that are based on solving differential equations of continuum mechanics. However, these methods typically rely on simplified material properties that are necessary to arrive at closed-form solutions. The classical cavity expansion model is one example that was thoroughly reviewed [7]. The third approach is using numerical methods that are based on arriving at numerical solutions of the governing differential equations of equilibrium through finite element methods. The objective of this paper is to present the development and assessment of finite element (FE) models used for analyzing projectile penetration depth in both conventional and very-high strength concrete targets, and to present comparison of the results of the FE models with an experimental database generated from publicly available projectile penetration tests.

II. DATABASE OF PROJECTILE PENETRATION

The investigation of depth of penetration of projectiles on concrete targets using finite element analyses is typically constrained by the lack of statistically significant amount of experimental data needed for validation. In addition, most of the scarce experimental data available in the open literature lacks the appropriate associated material tests needed to characterize constitutive properties fully. In this paper, 7 projectile penetration data sets, consisting of 41 different projectile striking velocities, were identified and documented before commencing the development of the finite element models. Fig. 1 shows the extent of the experimental database.

Data sets #1 to #4 were based on experiments conducted using a 76.2 mm (3 in) diameter projectile, while the data sets #5 to #7 were based on experiments conducted using a 26.9 mm (1.1 in.) diameter projectile. For brevity, the 76.2 mm (3 in.) diameter projectiles are referred to as large projectiles and the 26.9 mm (1.1 in.) projectiles are referred to as small projectiles in this paper. All projectiles were made out of 4340 Rc45 steel and had ogive-shaped noses. The mass of the large projectiles was about 13 times the mass of the small projectiles.
after concrete placement. For all trials, the projectiles impacted normal to the target with the pitch and yaw measurements less than one degree. Striking velocities during these tests reached as high as 800 m/s (2600 ft/s).

O’Neil et al. [10] published depth of penetration data for ogive-nosed projectiles impacting very-high strength concrete with a compressive strength of 157 MPa (22.8 ksi). Striking velocities were measured using a streak camera. Pitch and yaw were kept under 4 degrees and were measured using flash X-rays just prior to impact. Projectiles were fitted with plastic sabots and obturators to fit a smooth bore gun. The very-high strength concrete was made by carefully selecting aggregate material to improve gradation and increase density. In the mix, reactive materials were maximized and water content was minimized. Pressure was applied prior to setting and then heat treatment was applied after setting. The result was concrete with strengths several times greater than conventional concrete. It was reported that the depth of penetration into the 157 MPa (22.8 ksi) concrete targets was about 50% of the depth of penetration into 36 MPa (5.2 ksi) concrete targets.

### III. Finite Element Models

#### A. EPIC

Projectile penetration tests are typically expensive. With the advent of finite element analyses, multiple penetration scenarios, material flow, and stresses can be examined for a range of striking velocities as long as the models are validated by experimental data. Hence, finite element analyses of the penetration problem was performed using the 2011 Elastic Plastic Impact Computation (EPIC) code. EPIC is an explicit Lagrangian Finite Element Analysis (FEA) code developed to model short-duration high-velocity impacts [11].

To capture the complexity of the problem, the effects of varying concrete compressive strength, projectile diameter, nose shape, and striking velocity on the penetration depth of a concrete target were analyzed. Both EPIC and a post-processor called Tecplot were run on a High Performance Computing System, which is part of the United States Department of Defense Supercomputing Resource Center. EPIC was located on the Garnet machine, a Cray XE6 running a Linux operating system that can be accessed remotely through different login nodes. All finite element runs were submitted to and managed by a batch queuing system.

#### B. Geometric Models of the Projectiles and Targets

The 3-D geometries and finite element meshes of the projectiles and targets were created using the CUBIT Automated Geometry and Mesh Generation Toolkit [12]. All models were developed as 3-dimensional half geometries that were symmetrical about their X-Z plane and set at Y=0. The use of half-geometries resulted in computational time saving and provided improved visibility of the velocity vectors of the target without slicing the geometry through the center. Table 1 shows...
the variations of projectiles used in this study. Fig. 2 and Fig. 3 detail two variations of the large projectiles (76.2 mm) that were developed to resemble the projectiles used in the experimental datasets #1 to #4. The first variation of the large projectile had a Caliber Radius Head (CRH) of 3, while the second variation of the large projectile had a CRH of 6. The CRH is a measure of nose pointiness. It is related to the radius of the ogive and the diameter of the projectile. The tail of the projectile flares out to 80.01 mm and the nose of the projectiles is flat. The flattened nose has a radius of 3.18 mm.

An automatic meshing function could not determine a meshing solution on its own for this particular geometry of the projectiles. Therefore, to mesh the nose, each curve in the sub-volume was first assigned an interval ensuring that the intervals matched along opposite edges of the geometry. The surfaces of the wedge-shaped ends were then meshed using a pave meshing scheme. The pave scheme automatically meshes an arbitrary three-dimensional surface with quadrilateral elements [13], [14]. The pave allows for easy transitions between dissimilar sizes of elements and element size variations, such as the curved pointy nose of the projectile.

TABLE I. PROJECTILE CONFIGURATIONS

<table>
<thead>
<tr>
<th>Type</th>
<th>Mass (kg)</th>
<th>CRH</th>
<th>Length (mm)</th>
<th>Nose Diam. (mm)</th>
<th>Tail Diam. (mm)</th>
<th>CG from tail (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>13</td>
<td>3</td>
<td>530.73</td>
<td>76.2</td>
<td>80.01</td>
<td>251.46</td>
</tr>
<tr>
<td>2</td>
<td>13</td>
<td>6</td>
<td>528.47</td>
<td>76.2</td>
<td>80.01</td>
<td>239.34</td>
</tr>
<tr>
<td>3</td>
<td>0.91</td>
<td>2</td>
<td>242.40</td>
<td>26.9</td>
<td>26.90</td>
<td>113.90</td>
</tr>
</tbody>
</table>

Fig. 4 details the small (26.9 mm) projectile that was developed to resemble the projectiles used in the experimental data sets #5 to #7. The small projectile had a CRH of 2. The type of projectile used in these experiments was hollow containing approximately 166 mm by 10 mm void along its longitudinal axes. The placement and exact size of the void were adjusted during geometry development to fit the mass and center of gravity of the projectiles.

The culvert diameters ranged from 0.76 m to 1.83 m in the experimental tests. In all cases, the target-diameter to projectile-diameter ratio was at least 24. This ratio ensured that no large cracks would reach the outer edge.
of the concrete thereby preventing the possibility of getting misleading depth of penetration values. In the finite element models, the projectile-diameter ratio was assumed to be sufficiently large such that the culvert’s presence would not be noticed. This assumption was verified by running two initial finite element models with and without the culvert in place for data set #5 at 600 m/s. The results of these two finite element initial runs showed that the presence of the culvert had no effect on the depth of penetration. Furthermore, a similar analysis on the effects of using soakers on the outer surface of the target was investigated. It was verified that the target’s surface boundaries were too far from the penetration event to play any significant role in the penetration depth.

The target lengths for the experimental data sets varied from 0.76 m to 1.83 m. In all cases, the length of the target was at least twice the depth of penetration. The concrete strengths varied from 23 MPa (3.3 ksi) to 157 MPa (22.8 ksi) as shown in Fig. 1. The 3-D half-geometries of the projectiles and targets were created using hexahedron elements, but were later converted to tetrahedrons using EPIC’s pre-processor. EPIC converts each hexahedron element into 24 tetrahedrons. This two-step meshing process ensured that the tetrahedral elements were arranged in a symmetric manner, thereby minimizing the potential for unwanted tetrahedral mesh locking.

C. Material Models

During short-duration high-velocity impacts, it is very difficult to measure stresses, strains, pressures, and temperatures with a degree of certainty. Consequently, a constitutive model of material behavior that can reasonably capture the physical phenomena is needed. One of the reasons for choosing EPIC in this study is that because of its library of concrete material models that are readily available for use in short-duration dynamic events. The two concrete constitutive models included in this study are the Holmquist-Johnson-Cook (HJC*') model [17] and the Advanced Fundamental Concrete (AFC) model [18]. The material model parameters are derived from wave propagation experiments such as split-Hopkinson bar, plate impact tests, expanding ring tests, and coplanar bar impacts.

The HJC* concrete model is a computational constitutive model for concrete that includes the effects of material damage, high strain rate, and permanent crushing. The model relates the normalized equivalent stress in concrete to the normalized pressure by the relationship shown in (1) where \( \sigma^* \) is the equivalent stress normalized by the unconfined compressive strength, \( D \) is the damage factor, \( P^* \) is the normalized pressure, \( \epsilon^* \) is the dimensionless strain rate, \( A \) is the normalized cohesive strength, \( B \) is the normalized pressure hardening coefficient, \( N \) is the pressure hardening exponent, and \( C \) is the strain rate coefficient. If \( D = 0 \), the concrete is undamaged, and if \( D = 1 \), the concrete is fractured.

\[
\sigma^* = [A(1-D) + BP^*N][1 + C \ln \epsilon^*] \quad (1)
\]

The model accumulates damage from equivalent plastic strain and plastic volumetric strain. The asterisks represent normalization by dividing the value by the unconfined compressive strength of the concrete. Three pressure-volume response regions are considered. The first region is the linear elastic region, which occurs when the pressure is less than the crushing pressure. The second region is the transition region, which occurs between the crushing pressure and the locking pressure. The third region is the comminuted region, which occurs above the locking pressure and it is where the concrete is compressed into a fully dense material. Porous materials like concrete compact irreversibly under compression, crack and separate in tension, and yield under shear. As pressure increases, however, the shear strength increases as well. Pressure constants are obtained from shock Hugoniot data. The HJC* model requires inputs for up to 30 model parameters, which can be grouped into six categories. These are mass/thermal properties, strength properties, pressure properties, artificial viscosity, fracture properties, and total failure strain. Understandably, it was extremely difficult to characterize all 30-model parameters accurately. With knowledge of a few key parameters, however, reasonable results can be achieved by approximating the less sensitive parameters. Thacker [19] conducted a probabilistic sensitivity analysis of the HJC* concrete model parameters and developed an importance ranking of the model parameters in conventional strength concrete. It was shown that the unconfined compressive strength had the most influence on the computed penetration depth. Therefore, in our research, the unconfined compressive strength is used as a main comparative model parameter across the experimental data sets.

On the contrary, the AFC model simulates irreversible hydrostatic crushing, material yielding, plastic flow, and material damage. The AFC model has a nonlinear, pressure-volume relationship, a linear shear relationship, strain-rate hardening effects for the failure surface, and it separates the hydrostatic response from the deviatoric response. The compressive hydrostatic behavior in the AFC model is the same model as used in the HJC* model. The shear behavior model, however, varies based upon the sign of the first invariant (tension vs. compression) and by a factor that is a function of the third invariant of the deviatoric stress tensor. This allows the model to differentiate between the extension and compression failure surfaces due to the inclusion of the third invariant.

For each experimental data set, two finite element models were run with the HJC* and AFC constitutive material models for comparison purposes.

IV. RESULTS AND DISCUSSIONS

The experimental database presented in Fig. 1 has a total of 41 data points spanning across 7 grouped data sets. Multiple finite element models were run because two constitutive material models were examined for each case. Fig. 6 presents a typical global output. As a projectile penetrates into a concrete target at high velocity, the target mesh becomes severely distorted along the
projectile-target interface. Severe grid distortions are a problem for Lagrangian codes because the time step is often coupled to the size of the smallest element in the mesh. Further, depending upon mesh geometry, severe distortions can sometimes cause local stiffening and locking of the mesh. The approach taken in this study to mitigate this issue is to convert severely distorted elements into meshless particles.

The conversion option works well on concrete penetration problems because physically, the concrete along the projectile-target boundary exceeds its failure point during this event. The comminuted concrete has no tensile stresses, but continues to have mass, volume, velocity and compressive strength similar to meshless particles. As the projectile moves forward, it continues to exert force on the meshless particles forcing them to interact with the intact concrete elements or to move up and out towards the entry point of the target. The predicted movement of comminuted concrete out of the projectile tunnel is consistent with observed material behavior during penetration experiments [20], [21], [22].

It is worth noting that the alternative approach for handling extremely distorted elements is by using an erosion procedure. In erosion, the highly distorted elements are simply removed from the model leaving a void in the place of the distorted elements based on a predefined limit such as element failure strain. Details of erosion algorithms are extensively covered in literature [3], [23], [24], [25]. However, erosion typically results in over-prediction of penetration depths because the presence of voids allows the projectile to move forward and occupy the empty space without incurring the resistive forces afforded by meshless particles. Hence, the erosion procedure was not implemented in this study.

Overall, the finite element models predicted the depth of penetration very well when compared to the experimental data sets #3, #4, #5, #6, and #7. However, the finite element models did not necessarily perform well with the results of the experimental data sets #1 and #2, and possible reasons are discussed in detail later at the end of this section.

Fig. 7 shows finite element results for data set #3 where the large projectile with 3 CRH penetrated into a 39 MPa (5.7 ksi) concrete target. Here, the HJC* material model predicts the depth of penetration with a total root-mean-square (RMS) error of 11% across the overall range of striking velocities. However, it performed exceptionally well for striking velocities below 375 m/s. If the experimental data at 450 m/s was not included in the RMS calculation, the RMS error for the HJC* material model would be 1.8%. The AFC material model had a total RMS error of 12.6%. While it fits the experimental data at 450 m/s better than the HJC* model, it predicted higher depth of penetration values at lower striking velocities.

![Figure 6. Projectile penetration and meshless particles](image)

Fig. 8 shows finite element results for data set #4 where the large projectile with 6 CRH penetrated into a 39 MPa (5.7 ksi) concrete target. Here, the AFC material model predicted the depth of penetration better than the HJC material model when compared to the experimental data for the entire range of striking velocities. The AFC predictions had a total RMS error of 3.2% while HJC* predictions had a total RMS error of 12.2%.

![Figure 7. Penetration depth results for data set #3](image)

![Figure 8. Penetration depth results for data set #4](image)
Fig. 9 shows finite element results for data set #5 where the small projectile with 2 CRH penetrated into a 36 MPa (5.2 ksi) concrete target. Here, the HJC* material model consistently provided lower penetration depth values when compared to the experimental tests with a total RMS error of 6%. The AFC material model performed well in the 200-600 m/s striking velocity range with a total RMS error of 9.6%.

Fig. 10 shows finite element results for data set #6 where the small projectile with 2 CRH penetrated into a 97 MPa (14.1 ksi) concrete target. Results from both the HJC* and AFC models agree very well when compared to experimental values, particularly for striking velocities of less than 700 m/s. The HJC* material model resulted in a total RMS error of 7.7% and the AFC material model resulted in a total RMS error of 4.8%.

Fig. 11 shows finite element results for data set #7 where the small projectile with 2 CRH penetrated into a 157 MPa (22.8 ksi) very-high strength concrete target. Results from both the HJC* and AFC material models agree very well when compared to experimental values. The HJC* material model resulted in a total RMS error of 4.1%, while the AFC material model resulted in a total RMS error of 3.5%.

Data sets #1 and #2 contained penetration depth information into 23 MPa (3.3 ksi) concrete targets made from quartz aggregate. An adequate material model was not available to characterize this type of aggregate. As such, limestone aggregate models with a compressive strength of 23 MPa were used in the finite element analyses.

Fig. 12 and Fig. 13 show the results for data set #1 and #2 respectively. It was clear that the HJC* material models predicted the penetration behavior very well whereas the AFC material model results did not adequately reflect the experimental data, particularly at higher striking velocities.
The development of finite element (FE) models used for analyzing projectile penetration depth in targets made from conventional (23 MPa) to very-high strength concretes (157 MPa) was presented. Seven projectile penetration data sets, consisting of 41 different projectile striking velocities, were identified and documented for comparing results from the finite element analyses.

The effects of varying concrete compressive strength, projectile diameter, nose shape, and striking velocity on the penetration depth of the targets were studied. In addition, two concrete constitutive models, the Holmquist Johnson Cook and the Advanced Fundamental Concrete models, were implemented in the FE analyses for determining their suitability in predicting penetration mechanics within reasonable accuracy.

For penetration problems in the velocity regime of this study (200-800-m/s), the steel projectiles remained intact, and little to no projectile material underwent distortions great enough to require conversion. This rigid-projectile model behavior is supported by the state of post-impact projectiles where little to no deformations were observed.

In most cases, the finite element results were able to predict penetration depth experimental values within a total root mean square of 10% or less considering a wide-range of projectile striking velocities.

Both concrete constitutive models were shown to be suitable for penetration mechanics problems. However, based on the findings of this paper, caution should be exercised in applying the material models for targets made from harder aggregates.
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